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WANs definition

* Word-ad jacency networks belong to the
large class of word co-occurrence
networks

e Griven a sebt of words W and a List of K«
corpora C={c, c. e, the undirected co-
occcurrence hetworlk is ci@fibr\éci QS
G={WE(WC)! where {w., w.} eE(WC) ¥ w.
and w; co-occur in at Lleast on corpus.



The small word of
humain lanquage

o The so called small-world effect. In
particular, the average distance
between two words, d (Le. the
averaqge mininmun number of Linies
to be crossed from an arbitrary
word to another), is shown to be 4 €
273, even though the human brain
can store many thousands



The small word of
humain lanquage

o A scale-free distribution of degrees

o A scale-free network is a hektwork
~hose deqree distribution follows a
power Law, ab Least as:jmpﬁoﬁicattj.



The small word of
humain lanquage

o lexicon kernel

o co-occurrence of words in
senbences relies on the nebtworlk
structure of the lexicon



The small word of
humain lanquage

o For random graphs, KL

o For SW graphs, d is close to that
expected for random graphs, Gl
with the same k and

o These bkwo condikions are kaleen as
the standard dednition of SW



Table 1. Word network patterns.

(It can be seen that C > Crandom and d & drandom, consistently
in a SW network. All values are exact except for those marked
with an asterisk, which have been estimated on a random
subset of the vertices (after having processed 2% of the
vertices, fluctuations in 4* as a function of the subset size

clearly affected only the third decimal digit).)
graph C Crandom d drandom

2, (UWN) 0.687 1.55 x 107* 2.63" 3.03
Q2 (RWN) 0.437 1.55 x 10°* 2.67" 3.06

The small word of human
Language
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Mary

wine




Triad siqnificance
Pro&i&

The TSP shows the normalized
sigm&f&aamae level (Z score) for
each of the 13 triads

A
.\

1 2 3 4 11 12 13

/\v_!vr’\z:\ughsvavAva




Application of WANs



Auﬁkorskﬁp
Attribubtion

o Encode structures as word adjacenaj nebworks
(WANs) which are asymmetric networks that store
information of co-appearance of two function
words i the same sentence

o With proper normalization, edges of these networks
describe the Llikelihood that a particular function
word is encountered in the text given that we
encountered anocther one, In bturn, this meues Ehat
WANs can be reinterpreted as Markov chains
describing transition probabilities between function
words,



Northanger Abby
Sense and Semsibai&v
Pride and Prejudice

The Adventures of Tom
Sawver
A Connecticut Yankee in
King Arthur’s Court
The Innocenks Abroad
Barﬁiebj, the

Serivener
Tgpee
Owoo




Au@korskpp
Akkribukion

o For a given sentence, we define a
directed proximity between two words
parametric on a discount factor « € (o,
1) and a window length D. If we denocte
as () the position of word o within its
sentence the directed proximity Alwl,
©R) afrom word ol ko word «2 when 0 <
wR) - Lol) € D is defined as

d(wy,ws) := atw2)—tw1)=1,




Au@korskpp
Akkribukion

o both wl and w2 are function words

Common Function Words
“the [and [ a | of | to [ in [ that [ with [ as [ it |

~for | but | at | on | this | all | by | which | they | so
“from | no | or | one | what | if | an | would | when | will




Auﬁkorskpp
Akkribukion

o parameter o = 0.%, the window D = 4

o a swarm in May is worth a load of hay; a
swarm i June is worth a silver spoown; but a

swarm U July is not worth a ﬂfi.v
o o swarm in May is worth a load of hay
o a swarm in June is worth a silver spoon

o but a swarm in July is not worth a nfbj



Auﬁkorskﬁp
Attribubtion

o Fuwhction WANs
o function words as nodes

o The weight of a given edqge represents the Likelithood of
finding the words connected bv this edqge close to each
other in the text

o from a given text b we construct the network Wt = (F,
Q) where F = {1, £2, .., £f | is the set of nodes
composed by a collection of function words common to
all WANs being compared and @t : F x F — R+ is a

similarity measure between pairs of nodes.



Au@korshpp
Akkri b Lo

D
Q:(f, f;) Zﬂ{s = fi} Y ot Isk(e+d) = f;},
d=1

o s(e) is the word in the e-th position
within sentence h of kext t

in of Dbut

3x0.8 08 0
0 0

0 0 0 |
0

0.82 0




Au@korshpp
Akkribukion

Qc(f’u f])
E QC(fza f,’l)

Qc(fzafj)

o sum all makrix for the same author
and khewn creake bhe markov chain

a in of but

a 0 075 025 0
0, — in 1 0 0 0
™ of 1025 0.25 0.25 025 |

0.61 039 O 0

but




Au@korship
Attribubtion

o The normalized networks P can be &M&erpre&eci as
discrete time Markov chains (MC)

o Since every MC has the same state space F, we use
the relative entropy H(P1, P2) as a dissimilarity
measure between the chains P1 and P2. The relakive
em&ropj s given bj

Pl(f’i) fj)
P2(f’i9 fj),

H(Py,Py) =) n(f)Pi(f:, f;)log
1,J

) P 23 J 7 l .




Au@korship
Attribubtion
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(a) MDS plot for authors of different time periods.

Fig. 5: Heat map of relative entropies between 20 Shakespeare
o o 032 03 , extracts. The first 10 texts correspond to history plays while

the last 10 correspond to comedy plays. Relative entropies

(b) MDS representation for three authors. within texts of the same genre are smaller than across genres.




Fubture TOFEC

o What’s next after we find a nebwork
sakisfied SW

& Markov chain

o dail.l71Cosu.edu



mailto:dai.171@osu.edu
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